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Introduction

Natural Language Processing (NLP) is a subfield of IA
It refers to the analysis of the natural language to understand human language as it is

spoken and written.
NLP can be seen in every application such as virtual assistants like Siri, google assistant,

translation and search engines.
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Evolution of NLP

1950

e Interest in Translation

e "Syntactic Structures"
by Chomsky

e Generative Grammars

1960

e ELIZA e Case Grammars, e Ontologies

¢ ALPAC Report and Semantic Networks, e Expert Systems
First Al Winter and Conceptual (e.g. MYCIN)

Dependency Theory

T
1990

e Statistical Models
¢ RNNs and LSTMs

* Language Modelling
« Word Embeddings
e Google Translate

Word2Vec e GPT3 and Large
Rise of LSTMs and CNNs Language Models
Encoder-Decoder

Attention and

Transformers

Pre-trained Models and
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What are LLMs

- Al systems that have been trained to understand and generate natural language text. A
well-known example is ChatGPT.

- These models can interpret and produce text in different languages and contexts

« Various applications, some for instance in fields such as text generation and/or summary
generation.

Large Language Models

BLOOM

GPT . LlaMa

 BERT
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Transformers

Transformers are neural networks

The architecture allows models to learn complex
relationships between words and sentences paying
attention to different parts of text

Auto-regressive attention, allows the machine to
determine which words are relevant for the generation of
a coherent response.
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Architecture of LLMs - Transformers
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LLMs models: Encoder-only

Pre-trained using masked language modeling.

Tokens in the input sequence are randomly masked, and the model’s objective is to predict the
masked tokens to reconstruct the original sentence.

Autoencoding models capture bi-directional representations of the input sequence

Used in tasks such as sentiment analysis or named entity recognition.

Autoencoder examples are BERT and RoBERTa.

Masked Language Modeling (MLM)
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LLMs models: Decoders-only (Generative models)

« Autoregressive models build a statistical representation of language.

« Pre-trained using causal language modeling.

« The objective is to predict the next token based on the previous sequence of tokens.

« These models mask the input sequence and can only see the input tokens leading up to the
token in question. By learning to predict the next token from numerous examples

« Often used for text generation tasks, example models for instance are GPT and BLOOM
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LLMs models: Encoder-decoder

« Sequence-to-sequence models utilize both the encoder and decoder components of the original
transformer architecture.

» Pre-training objective for these models varies depending on the specific model. For example, the
T5 model is pre-trained using span corruption, where random sequences of input tokens are
masked and replaced with a unique Sentinel token.

« Decoder is then tasked with reconstructing the masked token sequences auto-regressively.

« Used for translation, summarization, and question-answering tasks. Example BART

Span Corruption
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Size matters

=== Large Language Models are becoming very large indeed MA

Small models (<= 100b parameters)

ELMo GPT-1 BERT ROBERTa Transformer ELMo oPT-2 Megatron-LM LLaMA Chinchilla YalLM ERNIE
a4M n7M 340M 54M 465M 1.58 8.38 658 BOB 1008 1008
Ai2 @ openal Google Meta A2 @ openAl ‘&%‘ oOMeta Q DeepMind Yandex Nﬂ-

Large models (>100b parameters)

The base of
chaleT .
Undisclosed
LaMDA GPT-3  Jurassic-1 Gopher MT-NLG PalLM PalLM-E GPT-4 number of
1378 175B 1788 280B 5308 540B 5628 ?27? parameters
Google @0openal  ARflabs &) DeepMind <A Google Google @ openAl
NVIDIA.
Parent 10

® Momentum Works Google



Ways of using LLMs

(A) Pretrain—finetune (BERT, T5)

* Typically requires many
task-specific examples

* One specialized model
for each task

(B) Prompting (GPT-3)

Improve performance

via few-shot prompting
Pretrained \ or prompt engineering Inference
LM ) > ontask A

| Pretrained l > Finetune on > Inference |
[ LM task A on task A

(C) Instruction tuning (FLAN)

Instruction-tune on
Pretrained . Inference
[ LM "" gl

on task A
Model learns to perform Inference on
many tasks via natural unseen task

language instructions



Prompting

Method of providing a specific input or instruction to an LLM to generate desired
output

Text or a set of instructions that guide the model on what kind of response is
expected.

The choice of words and the structure of the prompt can significantly influence the
output generated by the LLM.

Crafting effective prompts is an important skill when working with these models.
Generative models, can solve tasks with different prompting approximations,
depending on the problem and on the data available



Prompting in Generative models

Zero-shot prediction

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed

ranslate English to French

https://datascience.stackexchange.com/questions/115554/how-exactly-does-in-context-few-shot-learning-actually-work-in-theory-u
nder-the

One-shot prediction

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed



Prompting in Generative models

Few-shot prediction Fine-tuning

Fine-tuning
In addition to the task description, the model sees a few The model is trained via repeated gradient updates using a
examples of the task. No gradient updates are performed large corpus of example tasks

https://datascience.stackexchange.com/questions/115554/how-exactly-does-in-context-few-shot-learning-actually-work-in-theory-u
nder-the
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Prompting in Generative models

* Instruct-based prompting help LLM follow instructions. R

“... Given an utterance and recent dialogue context conlainmng past 3
utterances (wherever available), output “Yes" if the uwtterance
contains the small-talk strategy, otherwise output ‘No'. Small-talk is

« Get the model to more reliably perform complex tasks o b b et et K
like planning, intent & entity recognition, and even avoid I ———————
hallucinations.

something we both agree with.! Utterance: ‘Me too. lEope you
have a wonderful camping trip.""

* OQutput: “Yes”

+ Explanation: “The participant engages m small talk when wishing

{ their opponent to have a wonderful trp."

« Exist multiple Instruct Datasets even Multimodal: [ toput:“Contns. . Sounds g, e oo e moss,wha

your most needed item?!” Ullerance: ‘My item is food too”."
* Qutput: “Yes”

https://github.com/yaodongC/awesome-instruction-datas Explnatin:“Ths s oy ke e et v
et#the-multi-modal-instruction-datasets

(a) An example of INSTRUCTIONS in Super-Natural
Instruction dataset.

° M Od e I S su Ch as | N Stru CtG PT, C h atG PT Input: What kind of, no hold up, what describes the

proportionality of acceleration to force and mass?

Output: [ "What describes the proportionality of acceleration
1o force and mass? |



https://github.com/yaodongC/awesome-instruction-dataset#the-multi-modal-instruction-datasets
https://github.com/yaodongC/awesome-instruction-dataset#the-multi-modal-instruction-datasets

Multimodal LLMs (MLLMs)

« Able to process text, interpret and generate information from a variety of sources and in
different formats, such as images, text and audio.

« Combination different modalities allows them to provide more accurate and contextualised
results.

« Based on neural network architectures that can process and relate data from different

modalities, allowing them to learn to relate and contextualise information from different
sources.



Multimodal LLMs (MLLMs)

Unimodal Al model
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MLLMs - architecture

NExT-GPT
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Shenggiong Wu Hao Fei* Leigang Qu Wei Ji Tat-Seng Chua, NExT-GPT: Any-to-Any Multimodal Large Language Model, arXiv 2309.05519, 2023


https://next-gpt.github.io/

MLLMs - data requirements

Dataset Data Source In—Out Modality Approach  Multi-turn Reason #Img/Vid/Aud #Dialog Turn. #Instance
» Existing data
MiniGPT-4 [70] CC [7], CC3M [45] T+I—-T Auto 134M/-/- 1 5K
StableLLaVA [32] SD [43] T+I->T Auto+Manu. 126K/-/- 1 126K
LLaVA [65] COCO [33] T+I—-T Auto 81K/-/- 2.29 150K
SVIT [67] MS-COCO [33], VG [26] T+I—-T Auto 108K/-/- 8 3.2M
LLaVAR [65] COCO [33], CC3M [45], LAION [44] T+I->T LLaVA+Auto 20K/-/- 227 174K
“VideoChat[29] Webvid[4] T+V>T Auwo v JRKE: T | 182 11K
Video-ChatGPT [36] ActivityNet [17] T+V—>T Inherit -/100K/- 1 100K
Video-LLaMA [64] MiniGPT-4, LLaVA, VideoChat T+I/V—-T Auto 81K/8K/- 222 171K
InstructBLIP [11] Multiple T+I/V—-T Auto - - ~ 1.6M
MIMIC-IT [27] Multiple T+I/V->T Auto 8.1M/502K/- 1 2.8M
PandaGPT [49] MiniGPT-4, LLaVA T+I—-T Inherit 81K/-/- 2.29 160K
"MGVLID[68] 1 Multiple ~ ° T++B>T Auto+Manu. X 108K/~ - 108K
M3IT [30] Multiple T+I/V/B—T Auto+Manu. -/-1- 1 2.4M
LAMM [61] Multiple T+I+PC—T Auto+Manu. 91K/-/- 3.27 196k
BuboGPT [69] Clotho [13], VGGSS [8] T+A/(I1+A)—T Auto Sk/-/9K - 9K
mPLUG-DocOwl [60] Multiple T+I/Tab/Web—T Inherit - - -
» In this work
M Webvid [4], CC3M [45], AudioCap [24] T—>T+I/A/V Auto 4.9K/4.9K/4.9K 1 14.7K
MosIT Youtube, Google, Flickr, Midjourney, etc. | T+HI+A+V—3T+I+A+V  Auto+Manu. 4K/4K/4K 4.8 5K

Table 2: Summary and comparison of existing datasets for multimodal instruction tuning. T: text, I: image, V: video, A: audio, B: bounding box, PC: point cloud, Tab:
table, Web: web page.



MLLMs - applications

* Example-1: Text — Text+Image+Audio

I've recently started practicing mindfulness and meditation as part of my daily routine, but sometimes it's
challenging. Can you help me with some techniques? @

Of course! Mindfulness and meditation can be a wonderful way to cultivate a sense of calm and focus. One

technique you might find helpful is called "mindful breathing." It involves taking slow, deep breaths and

focusing your attention on the sensation of the breath entering and leaving your body. Another technique is

"body scan meditation,” where you consciously scan your entire body from head to toe, paying attention to

any sensations or discomfort. You can also try guided meditations that provide a structured practice. Would
ﬁ you like me to find a video that demonstrates mindful breathing or body scan meditation?

Iwish to listen to a music for the meditation first. @

I guess you may want some musics that sound soft.

» 0:00/0:09 Eh)

)

Base on the audio content, visualize it in an image. @

Can you infer what time is in the picture? @

Based on the image, it is likely that the time is either early morning or late afternoon. The sunlight is either
é low or setting, creating a serene atmosphere.

* Example-5: Text+Audio — Text+Image+Video

Describe what can be heard from the sound:

> 0:00/0:01 ©

®

The sound of a growling lion is a deep, rumbling noise that starts low in the chest and gradually builds in

intensity. It is often associated with a sense of power and strength, as well as a sense of danger or warning.

The growl of a lion can be heard from a distance and is often used by the animal to communicate with other
é members of its pride.

Displaying an image to help visualize it would be fantastic. @

Sure, here is an image of a lion growling:

&

That looks great! How about showing a video that explains how the lions catch its prey? @

» 0:00/0:03




MLLMs - applications

ChatGPT-4 deals with speech, text, video and images! :O

&) Audio @¢ Video .




Aplications in XR

Embodied reasoning

Moblle:Manipulation PaLM-E: An Embodied Multimodal Language Model Iaskvand MotionFlanning

Given <emb> Q: How
to grasp blue block?
A: First grasp yellow
block and place it on
the table, then grasp
the blue block.

Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block

2 ViT

’ Large Language Model (PaLM)
Human: Bring me the rice chips from the Tabletop Manipulation

drawer. Robot: 1. Go to the drawers, 2. Open
top drawer. | see <img>. 3. Pick the green rice

Given <img> Task: Sort
colors into corners.

chip i)ag from the drawer and place it on the Control = A: First, grasp yellow block and ... : Step:. Plishithagresn
counter. a star to the bottom left.
Visual Q&A, Captioning ... Step 2. Push the green

Describe the following Language Only Tasks circle to the green star.

Given <img>. Q: What's in the

) image? Answer in emojis.

\J> 9090

<img>:
A dog jumping over a
hurdle at a dog show.

Q: Miami Beach borders which ocean? A: Atlantic. Q: What is 372 x 187 A: 6696.Q: Write a
Haiku about embodied LLMs. A: Embodied language. Models learn to understand.
The world around them.

Driess, D., Xia, F., Sajjadi, M. S., Lynch, C., Chowdhery, A., Ichter, B., ... & Florence, P. (2023). Palm-e: An embodied multimodal language model. arXiv preprint arXiv:2303.03378.


https://palm-e.github.io/

Applications in XR

Zero-shot multimodal reasoning with language

I think
I see
car,
sofa,

and I think
I hear

Zeng, A., Attarian, M., Ichter, B., Choromanski, K., Wong, A., Welker, S., ... & Florence, P. (2022). Socratic models: Composing zero-shot multimodal reasoning with language. arXiv
preprint arXiv:2204.00598.


https://socraticmodels.github.io/

Applications in XR

Simplifying user interactions in immersive environments

S
<4 NVIDIA

Project Mellon, NVIDIA


http://www.youtube.com/watch?v=TUSQBrGvRjA

Grounding LLMs

Using LLMs with information that is use-case specific, relevant and not
available as part of the LLM’s trained knowledge

It is crucial for ensuring the quality, accuracy and relevance of the generated
output

While LLMs come with a vast amount of knowledge already, this knowledge is
limited and not tailored to specific use-cases

Grounding involves tasks such as defining the application, preparing relevant
data, fine-tuning the model, adapting responses to the context

& o4 &4 — W

Foundation model Your customized
Your own data
model for your use

case



LUMINOUS Project - aim

Contribute towards the creation of the next generation of
Language Augmented XR systems and applications,
where natural language-based communication and Large
Language Models redefine the future interaction with novel
extended reality (XR) technology and enhances
understanding of the users’ situation and environment even
in situations that are encountered for the first time.

| o b f " A

LUMINOUS



KNOWLEDGE PERCEPTION

VISUALISATION

LIGHTWEIGHT SENSING, SCANNING &
PROJECTING XR DEVICES

DOMAIN 1 DOMAIN 2 DOMAIN 3

INJECTED EXPLICIT KNOWLEDGE

SITUATIONAL INSTRUCTIONS
AND OVERLAYS

LLM GLOBAL KNOWLEDGE

Q8

AVATAR FACIAL ANIMATION

DYNAMIC AWARENESS & PERCEPTION

LLM DERIVED WORKFLOWS

a @

BODY KINEMATIC, ANIMATION
AND STYLE



LUMINOUS Project - MLLM goals

e Creation of innovative state-of-the-art multilingual
MLLMs able to generate situation-specific
instructions to guide users through XR workflows

| f
e Natural language-based bidirectional conversation -
via high-resolution avatars including realistic face & LUMINOUS
mouth movements to help patients mimic speech sound
production. Training material based on LLM adapted to
the environment without previous specific
knowledge.



LUMINOUS - MLLM tasks

e Grounding of MLLMs for environment specific text
generation

e Adaptation of MLLMs models to specific domains
and environments

e Improving MLLMs instruction generation Dby -
including common sense reasoning LUMINOUS

e Adapting MLLMs via situation-specific knowledge

injection

| - 8 f - e



Thank you!




