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Introduction

• Natural Language Processing (NLP) is a subfield of IA
• It refers to the analysis of the natural language to understand human language as it is 

spoken and written.

• NLP can be seen in every application such as virtual assistants like Siri, google assistant, 
translation and search engines.



Evolution of NLP



What are LLMs

• AI systems that have been trained to understand and generate natural language text. A 
well-known example is ChatGPT. 

• These models can interpret and produce text in different languages and contexts
• Various applications, some for instance in fields such as text generation and/or summary 

generation.



Transformers

• Transformers are neural networks 
• The architecture allows models to learn complex 

relationships between words and sentences paying 
attention to different parts of text

• Auto-regressive attention, allows the machine to 
determine which words are relevant for the generation of 
a coherent response.



Architecture of LLMs - Transformers

https://medium.com/@yash9439/introduction-to-llms-and-the-generative-ai-part-2-llm-pre-training-and-scaling-laws-71e06c83998b



LLMs models: Encoder-only
• Pre-trained using masked language modeling. 
• Tokens in the input sequence are randomly masked, and the model’s objective is to predict the 

masked tokens to reconstruct the original sentence. 
• Autoencoding models capture bi-directional representations of the input sequence
• Used in tasks such as sentiment analysis or named entity recognition. 
• Autoencoder examples are BERT and RoBERTa.



LLMs models: Decoders-only (Generative models)
• Autoregressive models build a statistical representation of language. 
• Pre-trained using causal language modeling. 
• The objective is to predict the next token based on the previous sequence of tokens. 
• These models mask the input sequence and can only see the input tokens leading up to the 

token in question. By learning to predict the next token from numerous examples
• Often used for text generation tasks, example models for instance are GPT and BLOOM



LLMs models: Encoder-decoder
• Sequence-to-sequence models utilize both the encoder and decoder components of the original 

transformer architecture. 
• Pre-training objective for these models varies depending on the specific model. For example, the 

T5 model is pre-trained using span corruption, where random sequences of input tokens are 
masked and replaced with a unique Sentinel token. 

• Decoder is then tasked with reconstructing the masked token sequences auto-regressively.
• Used for translation, summarization, and question-answering tasks. Example  BART



Example of 
evolution of 
LLMs



Size matters 



Ways of using LLMs 



Prompting

● Method of providing a specific input or instruction to an LLM to generate desired 
output

● Text or a set of instructions that guide the model on what kind of response is 
expected.

● The choice of words and the structure of the prompt can significantly influence the 
output generated by the LLM. 

● Crafting effective prompts is an important skill when working with these models.
● Generative models, can solve tasks with different prompting approximations, 

depending on the problem and on the data available



Prompting in Generative models

Zero-shot prediction                                               One-shot prediction

https://datascience.stackexchange.com/questions/115554/how-exactly-does-in-context-few-shot-learning-actually-work-in-theory-u
nder-the



Prompting in Generative models

Few-shot prediction                                  Fine-tuning

https://datascience.stackexchange.com/questions/115554/how-exactly-does-in-context-few-shot-learning-actually-work-in-theory-u
nder-the





Prompting in Generative models

• Instruct-based prompting help LLM follow instructions.

• Get the model to more reliably perform complex tasks 
like planning, intent & entity recognition, and even avoid 
hallucinations.

• Exist multiple Instruct Datasets even Multimodal:
https://github.com/yaodongC/awesome-instruction-datas
et#the-multi-modal-instruction-datasets

• Models such as InstructGPT, ChatGPT

https://github.com/yaodongC/awesome-instruction-dataset#the-multi-modal-instruction-datasets
https://github.com/yaodongC/awesome-instruction-dataset#the-multi-modal-instruction-datasets


Multimodal LLMs (MLLMs)

• Able to process text, interpret and generate information from a variety of sources and in 
different formats, such as images, text and audio. 

• Combination different modalities allows them to provide more accurate and contextualised 
results.

• Based on neural network architectures that can process and relate data from different 
modalities, allowing them to learn to relate and contextualise information from different 
sources. 



Multimodal LLMs (MLLMs)



MLLMs - architecture
NExT-GPT

Shengqiong Wu Hao Fei∗ Leigang Qu Wei Ji Tat-Seng Chua, NExT-GPT: Any-to-Any Multimodal Large Language Model, arXiv 2309.05519, 2023

https://next-gpt.github.io/


MLLMs - data requirements



MLLMs - applications



MLLMs - applications

ChatGPT-4 deals with speech, text, video and images! :O



Aplications in XR
Embodied reasoning

Driess, D., Xia, F., Sajjadi, M. S., Lynch, C., Chowdhery, A., Ichter, B., ... & Florence, P. (2023). Palm-e: An embodied multimodal language model. arXiv preprint arXiv:2303.03378.

https://palm-e.github.io/


Applications in XR
Zero-shot multimodal reasoning with language

Zeng, A., Attarian, M., Ichter, B., Choromanski, K., Wong, A., Welker, S., ... & Florence, P. (2022). Socratic models: Composing zero-shot multimodal reasoning with language. arXiv 
preprint arXiv:2204.00598.

https://socraticmodels.github.io/


Applications in XR
Simplifying user interactions in immersive environments

Project Mellon, NVIDIA

http://www.youtube.com/watch?v=TUSQBrGvRjA


Grounding LLMs

● Using LLMs with information that is use-case specific, relevant and not 
available as part of the LLM’s trained knowledge

● It is crucial for ensuring the quality, accuracy and relevance of the generated 
output

● While LLMs come with a vast amount of knowledge already, this knowledge is 
limited and not tailored to specific use-cases

● Grounding involves tasks such as defining the application, preparing relevant 
data, fine-tuning the model, adapting responses to the context



LUMINOUS Project - aim 

Contribute towards the creation of the next generation of 
Language Augmented XR systems and applications, 
where natural language-based communication and Large 
Language Models redefine the future interaction with novel 
extended reality (XR) technology and enhances 
understanding of the users’ situation and environment even 
in situations that are encountered for the first time.





LUMINOUS Project - MLLM goals 

• Creation of innovative state-of-the-art multilingual 
MLLMs able to generate situation-specific 
instructions to guide users through XR workflows

• Natural language-based bidirectional conversation 
via high-resolution avatars including realistic face & 
mouth movements to help patients mimic speech sound 
production. Training material based on LLM adapted to 
the environment without previous specific 
knowledge.



LUMINOUS - MLLM tasks

● Grounding of MLLMs for environment specific text 
generation  

● Adaptation of MLLMs models to specific domains 
and environments

● Improving MLLMs instruction generation by 
including common sense reasoning  

● Adapting MLLMs via situation-specific knowledge 
injection 



Thank you!


